
and the beliefs and attitudes that shape their lives. A 
deeper understanding of the context yields policies 
that more accurately “fi t” local conditions and thus 
have a higher probability of succeeding. To put this 
assumption to the test, the 2015 team for the World 
Development Report (WDR 2015 team) collected data 
examining how World Bank staff perceived the beliefs 
and attitudes of the poor across several measures and 
compared their fi ndings against the actual beliefs and 
attitudes of a representative sample of individuals in 
developing countries. 

It is perhaps uncontroversial to suggest that World 
Bank staff have a different worldview from others. 
World Bank staff are highly educated and relatively 
wealthier than a large proportion of the world. How-
ever, it is interesting to note that while the goal of 
development is to end poverty, development profes-
sionals are not always good at predicting how poverty 
shapes mindsets. For example, although 42 percent of 
Bank staff predicted that most poor people in Nairobi, 
Kenya, would agree with the statement that “vaccines 
are risky because they can cause sterilization,” only 11 
percent of the poor people sampled in Nairobi actually 
agreed with that statement. Overall, immunization 
coverage rates in Kenya are over 80 percent. There were 
also no signifi cant differences in the responses of Bank 
staff in country offi ces and those in headquarters or in 
responses of staff working directly on poverty relative 
to staff working on other issues. This fi nding suggests 
the presence of a shared mental model, not tempered 
by direct exposure to poverty. The disparity represents 
not simply knowledge gaps on the part of development 
professionals but a mistaken set of mental models for 
how poverty can shape the mindsets of poor people. 
This is crucially important since how development 

Experts, policy makers, and development professionals 
are also subject to the biases, mental shortcuts (heu-
ristics), and social and cultural infl uences described 
elsewhere in this Report. Because the decisions of devel-
opment professionals often can have large effects on 
other people’s lives, it is especially important that mech-
anisms be in place to check and correct for those biases 
and infl uences. Dedicated, well-meaning professionals 
in the fi eld of development—including government pol-
icy makers, agency offi cials, technical consultants, and 

frontline practitioners in the public, private, and non-
profi t sectors—can fail to help, or even inadvertently 
harm, the very people they seek to assist if their choices 
are subtly and unconsciously infl uenced by their social 
environment, the mental models they have of the poor, 
and the limits of their cognitive bandwidth. They, too, 
rely on automatic thinking and fall into decision traps.

Perhaps the most pressing concern is whether devel-
opment professionals understand the circumstances in 
which the benefi ciaries of their policies actually live 
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 professionals perceive the poor affects how develop-
ment policy is created, implemented, and assessed.

This chapter focuses on the kinds of automatic 
thinking that can compromise the effectiveness of 
development professionals in light of the three main 
insights discussed throughout this Report. It argues 
that development professionals are susceptible to a 
host of cognitive biases, are infl uenced by their social 
tendencies and social environments, and use deeply 
ingrained mindsets when making choices. This chap-
ter reviews four kinds of challenges and the associated 
decision traps that affect them: the use of shortcuts 
(heuristics) in the face of complexity; confi rmation 
bias and motivated reasoning; sunk cost bias; and the 
effects of context and the social environment on group 
decision making. The challenge that development 
organizations face is how to develop better decision-
making procedures and policy processes to mitigate 
these problems. Improving these decision-support 
environments can have a direct impact on policy out-
comes simply by eliminating errors of reasoning.

Complexity
Development is a complex, messy, confl ict-ridden 
process. Its complexity may affect the kinds of deci-
sions made by development professionals. The more 
complex a decision is, the more diffi cult it is to make. 
However, even the decisions in areas in which people 
have expertise can be affected by the complexity of 
the decision-making environment. As the number of 
options increases, people’s ability to accurately evalu-
ate the different options declines. 

This point is demonstrated in an experiment by 
Redelmeier and Shafi r (1995). Family physicians were 
mailed a survey outlining a medical situation: a patient 
suffered with chronic hip pain, and doctors were asked 
to decide whether to put their patient on new medica-
tion. In the case received by the fi rst half of doctors in 
the sample, all prior drug treatments had failed. The 
problem was described in roughly this way (some lan-
guage is paraphrased for brevity, and labels are added 
for emphasis):

You decide to refer the patient to an orthopedic 
consultant for consideration for hip replacement 
surgery. He agrees to this plan. However, before 
sending him away, you learn that there is one 
medication (ibuprofen) that the patient has not 
yet tried.  Your task is to choose between two 
alternatives:

1.  Ibuprofen + referral. Refer to orthopedics and 
also start ibuprofen.

2.  Just referral. Refer to orthopedics and do not 
start any new medication.

The second half of doctors received a scenario that 
differed in just one respect. The doctor learned, just 
before sending the patient to an orthopedic consul-
tant, that there are two drug treatments (ibuprofen 
and piroxicam) that the patient has not yet tried. The 
respondent’s task in the second version was to choose 
among three options: 

1.  Ibuprofen + referral. As above.
2.  Piroxicam + referral. Refer to orthopedics 

and also start piroxicam.
3.  Just referral. As above.

More physicians chose the simplest option—“just 
referral”—in the second, more complicated version 
than in the basic version (72 percent versus 53 percent). 
Increasing the complexity of the problem may have 
led physicians to skip over possibly effective medi-
cines altogether. This happened to highly educated 
and experienced professionals who are dedicated to 
their patients’ health. Development professionals who 
design and implement development projects grapple 
with highly complex problems, too. That very com-
plexity gives rise to a special set of challenges (Rama-
lingam 2013).

Many situations offer not only several options but 
also multiple ways of understanding those options. 
How policy options are framed has a large effect on 
behavior. This is known as the framing eff ect (see chap-
ters 1 and 3). One of the most famous demonstrations 
of the framing effect was done by Tversky and Kahne-
man (1981). They posed the threat of an epidemic to stu -
dents in two different frames, each time offering them 
two options. In the fi rst frame, respondents could 
defi nitely save one-third of the population or take a 
gamble, where there was a 33 percent chance of saving 
everyone and a 66 percent chance of saving no one. In 
the second frame, they could choose between a policy 
in which two-thirds of the population defi nitely would 
die or take a gamble, where there was a 33 percent 
chance that no one would die and a 66 percent chance 
that everyone would die. Although the fi rst and sec-
ond conditions frame outcomes differently—the fi rst 
in terms of gains, the second in terms of losses—the 
policy choices are identical. However, the frames 
affected the choices students made. Presented with 
the gain frame, respondents chose certainty; presented 
with a loss frame, they preferred to take their chances. 
The WDR 2015 team replicated the study with World 
Bank staff and found the same effect. In the gain 
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Wetherick 1962). Confi rmation bias may arise from a 
fundamental tendency of human beings to use reason 
for the purposes of persuading others and winning 
arguments (Mercier and Sperber 2011). 

Recent research has shown that cultural and polit-
ical outlooks affect how individuals interpret data. 
Kahan and others (2013) present respondents with two 
versions of identical data—one framed in the context 
of a study on the effectiveness of a skin cream, the 
other on the effectiveness of gun control laws. Respon-
dents are randomly assigned to one of the two frames. 
The study assesses the numeracy of respondents, as 
well as their cultural and ideological outlooks. The 
authors fi nd that for the case of skin cream, as might 
be expected, the likelihood of correctly identifying the 
answer supported by the data goes up as numeracy 
increases and is not affected by cultural and political 
outlooks. However, in the case of gun control laws, 
respondents are more likely to get the right answer 
when that answer corresponds to their cultural views 
than when it does not. Moreover, when the answer in 
the gun control law framing is consistent with ideol-
ogy, numeracy helps (by boosting the odds of getting 
the answer right), but when the answer is inconsistent 
with ideology, numeracy has minimal impact. On top-
ics that are important for social and political identity, 
individuals tend to engage in motivated reasoning, the 
tendency to arrive at conclusions they like. 

To see if cultural cognition of this kind affects 
development experts, and not only the general pop-
ulation used in the study by Kahan and others (2013), 
the WDR 2015 team implemented a very similar test by 
surveying World Bank staff.1 The team replicated the 
skin cream (neutral) frame, but replaced the gun con-
trol law frame with one about the impact of minimum 
wage laws on poverty rates—a controversial topic 
among development economists, whose views on the 
issue appear to be related to broader disciplinary and 
political identities. 

Using a sample of professional-level World Bank 
staff, stationed both in country offi ces and the Wash-
ington, D.C., headquarters, the team found that respon-
dents are signifi cantly less accurate when interpreting 
data on minimum wage laws than when interpreting 
data on skin cream (fi gure 10.1), even though the data 
presented are identical in each scenario. The differ-
ences in accuracy are not explained by differences in 
cognitive ability or seniority. As in the study by Kahan 
and others (2013), there is, however, evidence of a rela-
tionship between ideology and accuracy. Respondents 
were asked whether they were more likely to support 
the statement “Incomes should be made more equal” 
or the statement “We need larger income differences 

frame, 75 percent of World Bank staff respondents 
chose certainty; in the loss frame, only 34 percent did. 
Despite the fact that the policy choices are equivalent, 
how they were framed resulted in drastically different 
responses.

Faced with complex challenges, development 
agencies seek to bring a measure of uniformity and 
order through the widespread application of standard 
management tools—a process Scott (1998) calls “thin 
simplifi cation.” This approach brings its own potential 
for error in the opposite direction, as discussed later in 
this chapter. 

One promising strategy for constructively address-
ing complexity stems from the work of Weick (1984), 
who proposes breaking down seemingly intractable 
issues into more discrete problems, thereby gen-
erating an incremental set of “small wins.” Argyris 
(1991) extends this insight to stress the importance, 
for organizations, of a kind of learning in which not 
only the means used but also the ends sought and 
strategies employed are reexamined critically; that 
effort entails learning not only from success but also 
from failure. More recent work by Andrews, Pritchett, 
and Woolcock (2013) proposes incorporating such an 
approach more systematically into development oper-
ations. Rather than trying to grapple with problems at 
higher orders of abstraction or defi ning problems as 
the absence of a solution (for example, inadequately 
trained teachers), decision makers instead are urged to 
pursue a concerted process of problem identifi cation: 
the most basic step is to identify the problem correctly. 
Then development professionals can work incremen-
tally with counterparts to defi ne a problem such that 
it becomes both an agreed-upon binding constraint to 
reaching a certain set of goals and a manageable chal-
lenge that allows for some initial progress (for exam-
ple, enhancing student learning in the classroom).

Confi rmation bias
When development professionals engage with proj-
ects and other development problems, they bring with 
them disciplinary, cultural, and ideological priors, leav-
ing them susceptible to confi rmation bias. Confi rmation 
bias refers to the selective gathering of (or the giving of 
undue weight to) information in order to support a pre-
viously held belief (Nickerson 1998) and to the neglect 
(or discounting) of information that does not support 
those previously held beliefs. It arises when individu-
als restrict their attention to a single hypothesis and 
fail to actively consider alternatives (Fischhoff and 
Beyth-Marom 1983). Once a particular hypothesis has 
been accepted, individuals selectively look for informa-
tion to support it (see, among others, Wason 1960, 1977; 
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cially, to evaluate critically the arguments that others 
make. By creating argumentative and deliberative 
environments, organizations can reduce the risk of 
confi rmation bias. Crucially, these processes require 
exposing people to individuals with different view-
points. Discussions among people who share similar 
views can lead them to become more extreme in their 
positions, as Schkade, Sunstein, and Hastie (2010) have 
shown. In those circumstances, hearing from others 
only confi rms the biases that people hold. The failure 
to confront individuals with differing views can lead 
to consistently biased decision making (box 10.1).

In short, group deliberation among people who 
disagree but who have a common interest in the truth 
can harness confi rmation bias to create “an effi cient 
division of cognitive labor” (Mercier and Sperber 2011). 
In these settings, people are motivated to produce the 
best argument for their own positions, as well as to 
critically evaluate the views of others. There is sub-
stantial laboratory evidence that groups make more 
consistent and rational decisions than individuals and 

are less “likely to be infl uenced by biases, cognitive 
limitations, and social considerations” (Charness and 
Sutter 2012, 158). When asked to solve complex reason-
ing tasks, groups succeed 80 percent of the time, com-
pared to 10 percent when individuals are asked to solve 
those tasks on their own (Evans 1989). By contrast, 
efforts to debias people on an individual basis run up 
against several obstacles, including the problem that 
critical thinking skills appear to be domain specifi c 
and may not generalize beyond the particular exam-
ples supplied in the debiasing efforts (Willingham 
2007; Lilienfeld, Ammirati, and Landfeld 2009). Indeed, 
when individuals are asked to read studies whose 
 conclusions go against their own views, they fi nd so 
many fl aws and counterarguments that their initial 
attitudes are sometimes strengthened, not weakened 
(Lord, Ross, and Lepper 1979). 

as incentives for individual effort.” Respondents sup-
porting income equality were signifi cantly less accu-
rate when the data presented showed that minimum 
wage laws raise poverty rates than they were when 
minimum wage laws were shown to lower poverty 
rates. This study illustrates that ideological outlooks 
affect the reasoning of highly educated development 
professionals. Like most people, they tend to come up 
with reasons for why the evidence supports their own 
ideological commitments. 

What can be done to overcome confi rmation bias? 
One of the best ways is to expose people to opposing 
views and invite them to defend their own. Individuals 
readily argue and defend their views when exposed to 
opposition, but in the absence of a social setting that 
forces them to argue, individuals usually fall back on 
their prior intuitions. Social settings can motivate 
people to produce more effective arguments and, espe-

Source: WDR 2015 team survey of World Bank staff. 

Figure 10.1 How development professionals 
interpreted data subjectively

Identical sets of data were presented to World Bank staff , but 
in diff erent frames. In one frame, staff  were asked which of two 
skin creams was more eff ective in reducing a rash. In the other, 
they were asked whether or not minimum wage laws reduce 
poverty. Even though the data were identical, World Bank 
respondents were signifi cantly less accurate when considering 
the data for minimum wage laws than for skin cream. Views on 
whether minimum wage laws lower poverty tend to be related 
to cultural and political outlooks. Respondents supporting 
income equality were signifi cantly less accurate when the data 
presented confl icted with their outlooks (and showed that 
minimum wage laws raise poverty rates) than they were when 
the data corresponded to their outlooks (and showed that 
minimum wage laws lower poverty rates).
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Even the best-trained, most experienced, and seemingly impartial pro-
fessionals can make systematically biased decisions. In a comprehensive 
empirical analysis of major sports leagues, with important implications 
for other professional arenas, Moskowitz and Wertheim (2011) fi nd that 
in all such sports, and especially during critical moments (for example, 
at the end of close championship games), referees consistently favor 
the home team. Even though the referees in such games are the best 
available—and, signifi cantly, sincerely believe themselves to be utterly 
impartial in performing their duties in all circumstances—they nonethe-
less make decisions that give the home team a clear advantage. At the 
end of soccer games, for example, referees have discretionary authority 
to add a few extra minutes corresponding to the amount of time lost 
due to injuries and substitutions; they routinely add more time when the 
home team is behind and less time when it is ahead. Similarly, in the fi nal 
innings of championship baseball games, marginal calls on whether par-
ticular pitches are called as strikes or balls are made in favor of the home 
team. Under pressure, in other words, even the best professionals make 
demonstrably biased decisions. Why is this? Does this process play out in 
public policy? If so, what can be done about it?

Notionally independent experts make consistently biased decisions at 
decisive moments because they want to appease the passions—most 
especially, to avoid the wrath—of those closest to them, Moskowitz and 
Wertheim (2011) conclude. Put diff erently, the home team advantage 
stems not so much from home team players being more familiar with 
the idiosyncrasies of their environment or the extra eff ort players make 
in response to being cheered on by their more numerous and vocal 
 supporters, but from those same supporters exerting pressure on other-
wise impartial offi  cials to make fi ne, but deeply consequential, judg-
ment calls in their favor. No one wants to incur the displeasure of those 
around them.

This dynamic goes a long way toward explaining the failure of other-
wise competent and experienced regulatory offi  cials in public fi nance to 
adequately anticipate and respond to the global fi nancial crisis of 2008, 
Barth, Caprio, and Levine (2013) argue. In this case, the “home team” 
is—or became, over time—the private sector banks and allied fi nancial 
industries, whose senior offi  cials move in a “revolving door” between the 
highest levels of the public and private sectors (for example, between 
the U.S. Federal Reserve and Goldman Sachs). In social circles and pro-
fessional gatherings, the people public offi  cials thus most frequently 
encountered—the people whose opinions were most proximate and 
salient to these offi  cials—were those from the private sector. Without 
needing to question the professional integrity or competence of fi nancial 
sector regulators, the public interest—and in particular, ordinary citizens 
whose transactions depend on the security and solvency of the banks 
holding their deposits and mortgages—became, in eff ect, the perpet-
ual “away team,” with no one adequately voicing and protecting their 
interests. When the pressure intensifi ed—when the system started to 
implode—only the home team continued to get the key calls.

These types of problems cannot be adequately addressed by providing 
“more training” or “capacity building” for individuals, since this research 
shows compellingly that even the “best and brightest” favor the “home 
team,” however that team comes to manifest itself. A partial solution in 
professional sports, at least, has been the introduction of instant replay, 
which has been shown empirically to improve the objective decision mak-
ing of referees: when referees know their actions are subject to instant 
and public scrutiny, often from multiple angles, their bias for the home 
team markedly declines. This chapter later presents approaches in which 
development professionals might learn to view topics from multiple 
angles and in which they, as well as others, examine and observe one 
another, thus exposing and mitigating ingrained biases. 

Box 10.1  The home team advantage: Why experts are consistently biased

plans can be made more effective before resources are 
wasted. Red teams are institutionally distinct from 
the policy makers themselves, which creates space for 
more candor and critique. This approach has already 
moved beyond military planning and into general 
government use, particularly for vulnerability analy-
sis. Red teaming encourages a culture of perspective 
taking and independent adversarial analysis as part of 
a stakeholder assessment.

This approach is broadly similar to the long-standing 
work of Fishkin (2009), who has sought to use open 
deliberative forums (citizens’ juries) to help citizens 
come to greater agreement (if not consensus) on oth-
erwise polarizing issues. In his forums, citizens with 
different initial views on controversial issues, such 
as migration and regional trade agreements, are ran-
domly assigned to groups where they receive presenta-
tions by leading researchers on the empirical evidence 
in support of varying policy positions. Participants 
are encouraged to pose questions to presenters and to 

Red teaming is an approach to fi ghting confi rma-
tion bias that has been a standard feature of modern 
military planning. In red teaming, an outside team 
challenges the plans, procedures, capabilities, and 
assumptions of commanders in the context of partic-
ular operational environments, with the goal of taking 
the perspective of partners or adversaries. This process 
is institutionalized in some military organizations.2 
Teams specialize in challenging assumptions. The goal 
is to avoid “groupthink,” uncover weaknesses in exist-
ing plans and procedures, and ensure that attention 
is paid to the context. It draws on the idea that indi-
viduals argue more effectively when placed in social 
settings that encourage them to challenge one another. 

In a development context, while there may not be 
adversaries, there are often a variety of stakeholders, 
each of whom comes with a different set of mental 
models and potentially different goals and incentives. 
Institutionalizing teams that review plans in an explic-
itly argumentative manner offers a greater chance that 



185THE BIASES OF DEVELOPMENT PROFESSIONALS

been made (Arkes and Blumer 1985). To stop a project 
is to acknowledge that past efforts and resources have 
been wasted; thus the bias may arise from the cultural 
admonition not to appear wasteful (even though, par-
adoxically, continuing a project that is questionable 
may incur needless costs). Actors less concerned with 
appearing wasteful, such as children and nonhuman 
animals, do not exhibit sunk cost bias (Arkes and 
Ayton 1999). Examples in the fi eld of engineering illus-
trate particularly well an escalating commitment to a 
“failing course of action,” where individuals continue 
to support a project and cite sunk costs as the major 
reason for doing so (Keil, Truex, and Mixon 1995). The 
implications of this line of research are that policy mak-
ers are particularly sensitive to policies already put in 
action. Being held politically accountable for risk tak-
ing explains some of the sunk cost effects, particularly 
the reluctance to experiment and try new ideas. 

The WDR 2015 team investigated the susceptibility 
of World Bank staff to sunk cost bias. Surveyed staff 
were randomly assigned to scenarios in which they 
assumed the role of task team leader managing a fi ve-
year, $500 million land management, conservation, 
and biodiversity program focusing on the forests of 
a small country. The program has been active for four 
years. A new provincial government comes into offi ce 
and announces a plan to develop hydropower on the 
main river of the forest, requiring major resettlement. 
However, the government still wants the original proj-
ect completed, despite the inconsistency of goals. The 
difference between the scenarios was the proportion of 
funds already committed to the project. For example, 
in one scenario, staff were told that only 30 percent 
($150 million) of the funds had been spent, while in 
another scenario staff were told that 70 percent ($350 
million) of the funds had been spent. Staff saw only 
one of the four scenarios. World Bank staff were asked 
whether they would continue the doomed project by 
committing additional funds.   

While the exercise was rather simplistic and clearly 
did not provide all the information necessary to make a 
decision, it highlighted the differences among groups 
randomly assigned to different levels of sunk cost. As 
levels of sunk cost increased, so did the propensity 
of the staff to continue. The data show a statistically 
signifi cant linear trend in the increase in likelihood 
of committing remaining funds. Staff also perceived 
their colleagues as being signifi cantly more likely to 
continue to commit the remaining funds to the dying 
project (fi gure 10.2). This divergence between what 
individual staff say about their own choices and what 
they say about how other staff will behave is consis-
tent with the existence of a social norm for disbursing 
funds for a dying project. 

explore the fi ner points through discussion with one 
another. Fishkin’s approach, which has been carried 
out in dozens of different country contexts on differ-
ent policy issues, has been used to help citizens arrive 
at more informed and reasoned views and to reduce 
the degree of polarization between competing policy 
viewpoints.

Note that these approaches differ from standard 
peer review processes in development organizations. 
For the most part, those who prepare concept notes, 
appraisal documents, or program assessments are 
allowed to nominate their peer reviewers, thereby 
infusing the entire process with a susceptibility to 
confi rmation bias. Authors will inevitably select sym-
pathetic like-minded colleagues to review their work, 
who in turn not only are likely to assess the work 
through a similar lens but also know that, in time, the 
roles are likely to be reversed. The risk of confi rmation 
bias could be reduced by including at least one “double- 
blind” peer reviewer in the assessment process: that is, 
a person drawn at random from an appropriate pool 
of “knowledgeable enough” reviewers, whose iden-
tity would remain anonymous and who (in principle) 
would not know the name(s) of the author(s) of the 
work he or she is assessing. 

A fi nal and related option is to require a stronger 
empirical case to be made up front about the likely 
impacts of the proposed intervention, following from 
a clearly stated theory of change. Such a process would 
need to make a serious effort to integrate—and where 
necessary reconcile—evidence pointing in different 
directions (see Ravallion 2011). Agencies and devel-
opment institutions like the World Bank should be 
exercising due diligence in this domain by engaging 
in a more robust debate with scholarly fi ndings, where 
such fi ndings exist. However, this approach should not 
imply that the only proposals allowed to go forward 
are those formally and unambiguously verifi ed by 
elite research. In addition to questions concerning the 
external validity of studies, this approach would bias 
development projects toward areas in which it is easier 
to conduct high-impact research. It would also stifl e 
innovation (which by defi nition has uncertain impacts 
initially) and set unreasonable standards for function-
ing in the contexts in which most development work 
takes place. Nor should this approach imply that par-
ticular methodologies are inherently privileged over 
others when determining “what works” (or is likely to 
work in a novel context or at a larger scale). 

Sunk cost bias
Policy makers can also be infl uenced by the sunk cost 
bias, which is the tendency of individuals to continue 
a project once an initial investment of resources has 
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How might organizations mitigate sunk cost effects? 
The basic principle is to avoid the judgment that to cut 
off a dying project is to waste resources. When indi-
viduals can justify why they have “wasted” resources, 
they are less likely to be trapped by sunk costs (Soman 
and Cheema 2001). It can be easier to justify cutting 
off a project when there are no untoward career con-
sequences for doing so and when criteria for ending a 
project are clear and public. For development organiza-
tions, there are important implications from recogniz-
ing that development is complex, that many projects 
will fail, and that learning is as important as investing. 

The eff ects of context on 
judgment and decision making
The biases policy makers themselves may hold about 
the population they are intending to serve are also 
very important. When designing policies appropriate 
for a target group, policy makers must make some 
assumptions about this group. At a basic level, know-
ing whether the group’s literacy rate is low or high will 
guide the design of policies (for example, road safety 
signs may use numbers and pictures rather than 
 letters if some drivers in the group cannot read). Less 
intuitively, knowing how poor people’s labor supply 
would change in response to a transfer is useful in 

choosing between welfare-oriented and labor-oriented 
approaches to combating poverty. Most fundamentally, 
to take a policy stance, policy makers must have some 
knowledge about the decision context that exists in the 
population. In the absence of knowledge or objective 
interpretation of that knowledge, automatic thinking, 
as well as thinking unduly infl uenced by social context 
and cultural mental models, may prevail. 

In this regard, designing and implementing poli-
cies combating poverty are diffi cult in three respects. 
First, most policy makers have never been poor and 
thus have never personally experienced the psycho-
logical and social contexts of poverty or scarcity (see 
chapter 4); as a result, their decision-making processes 
may differ from those of people living in poverty. An 
example of this gap is how development profession-
als, like other well-off people, think about trade-offs 
between time and money. The poor often exhibit more 
classically rational behavior when it comes to making 
such trade-offs, as Mullainathan and Shafi r (2013) have 
argued. When presented with an option to save $50 
on a $150 purchase by driving 45 minutes, a poor per-
son would take the option. He or she would also take 
the option for a $50 savings on higher-priced goods. 
Wealthier people, however, tend to be less inclined to 
save $50 as the base price goes up. Although the deal is 
always the same—$50 for 45 minutes—the percentage 
discount goes down. The wealthy respond to the dis-
count rate, whereas the poor respond to the absolute 
value of the monetary savings. 

The WDR 2015 team replicated this result with 
World Bank staff. In this experiment, respondents were 
randomly assigned to one of three different prompts. 
In each prompt, the basic setup was identical: a $50 
 savings in exchange for a 45-minute drive. However, 
the only piece of information that changed was the 
price of the object (in this case, a watch). As the price of 
the watch increased (that is, the discount rate dropped), 
World Bank staff were signifi cantly less likely to report 
traveling to the store. Staff valued time and money dif-
ferently from the way the people whose lives they were 
working to improve valued them. No income groups 
in Nairobi, Kenya, who were asked this question 
changed their answers when the price of the object 
(in this case, a cell phone) increased (see spotlight 3). 

Second, even the most well-intentioned and 
empathic policy maker is a representative of an organi-
zation and a professional community that deploy par-
ticular language, assumptions, norms, and resources. 
These may be so familiar to policy makers that they are 
unaware of how alien they may appear to outsiders 
and those they are ostensibly trying to serve. Develop-
ment initiatives and discourse are replete with phrases 

Source: WDR 2015 team survey of World Bank staff.

Figure 10.2 How World Bank staff  viewed sunk costs

World Bank staff  were asked if they would commit remaining funds to a dying 
project. Staff  were more likely to commit additional funds as the sunk costs 
increased. They also perceived their colleagues as being more likely to commit 
funds than they themselves were, which is consistent with the existence of a 
social norm for disbursing funds for a dying project.
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the coherence, effectiveness, and legitimacy of those 
prevailing systems.

What can be done to close the gap between the 
mental models of development professionals and the 
“benefi ciaries” of their “interventions”? Lessons from 
the private sector may be useful. Consider the high- 
technology sector, where experts attempt to create com-
plex products for “typical” consumers. Since designers 
in this industry have very specifi c training and are 
constantly immersed in the world of product design, 
the lens through which they view the world is often 
quite different from that of a common user who lacks 
knowledge of the theoretical principles and necessary 
trade-offs guiding design processes. Moreover, design-
ers spend countless hours with their products, while 
users encounter them only when they are trying to sat-
isfy some particular need. The result can be substantial 
underutilization of otherwise highly capable products 
and programs (such as all the buttons on remote control 
devices to operate televisions) or, at worst, abandon-
ment in the face of a futile, frustrating experience.

One approach to meeting this challenge is known in 
the software industry as dogfooding. This expression 
comes from the colloquialism, “Eat your own dog food”; 
it refers to the practice in which company employees 

espousing the virtues of “participation,” “empower-
ment,” and “accountability,” for example, but as articu-
lated by development practitioners, these concepts 
largely refl ect the sensibilities of donor agencies and 
urban elites (Gauri, Woolcock, and Desai 2013), who 
tend to use them in confi ned ways. These may be dif-
ferent from how prevailing systems of order and 
change are experienced in, say, a given village in rural 
Ghana or Indonesia (Barron, Diprose, and Woolcock 
2011). Even among professionals, academic researchers 
take it as a given that development policy should be 
“evidence-based,” and on this basis they proceed to 
frame arguments around the importance of conduct-
ing “rigorous evaluation” to assess the “effectiveness” 
of particular interventions. In contrast, seasoned prac-
titioners tend to regard evidence as one factor among 
many shaping what policies become politically sup-
portable and implementable and thus, on the basis of 
these latter criteria, are deemed “effective” (box 10.2).

Third, development policy makers and profession-
als usually are not familiar with the mental models and 
mindsets that poor people use. Policy makers are likely 
to live in different places from the poor, to send their 
children to different schools, to receive medical treat-
ment in different hospitals, to travel on different modes 
of transport, and to have much stronger incentives to 
socialize with and listen to those who are more likely 
to be able to support their policy agenda and political 
career. One constructive response to this problem has 
been “village immersion” programs, in which senior 
offi cials commit to living the lives of their constituents 
for a week, working alongside them and eating in their 
houses, the better to experience fi rsthand what spe-
cifi c problems they encounter (Patel, Isa, and Vagneron 
2007). In a broader sense, the widening inequality in 
society makes it less likely that people from different 
walks of life will encounter one another, even inhabit 
the same “moral universe” (Skocpol 1991; World Bank 
2005), rendering the preferences and aspirations of 
marginalized groups even more marginal. The result-
ing difference in mindsets between rich and poor can 
manifest itself in very concrete ways (box 10.3).

Development professionals usually interpret the 
local context as something that resides “out there” in 
developing countries—as something that policy mak-
ers and practitioners should “understand” if they are to 
be effective. Taking local contexts seriously is crucial 
(Rao and Walton 2004). Development professionals 
must be constantly aware that development program-
ing cannot begin from scratch. Every human group has 
a system of some kind already in place for addressing 
its prevailing challenges and opportunities. The intro-
duction of development projects can bolster or disrupt 

An agricultural modernization program initiative in Lesotho provides an illustra-
tion of widely divergent views of value between development professionals and 
the local populace. In this landlocked nation, development professionals saw the 
country’s grasslands as one of the few potentially exploitable natural resources 
and its herds of grazing animals as a “traditional” practice ripe for transformation 
by a “new” modern economy. Necessary changes, planners believed, included 
controlled grassland use, new marketing outlets for surplus animals, and more 
productive breeds. This seems straightforward enough from an economic point 
of view. But within a year of the land being fenced off  for the exclusive use of 
more “commercially minded” farmers, the fence was cut, the gates had been 
stolen, and the land was being freely grazed by all. Moreover, the association 
manager’s offi  ce had been burned down, and the program offi  cer in charge was 
said to be in fear for his life. What happened here? 

The mental models of the development professionals regarding the “value” 
of various agricultural practices failed to take account of unique but critical 
features of the Lesotho economy. Planners viewed animals as simple commod-
ities. But community members saw them very diff erently. Grazing animals were 
excluded from the otherwise modern and highly monetized economy, carrying 
an intrinsic value of their own that was embedded within a very diff erent set of 
rules—sometimes referred to as “the bovine mystique”—that prioritized owning 
cattle over cash.

Source: Ferguson 1994.

Box 10.2 A clash of values between development 
professionals and the local populace: Agricultural 
reform in Lesotho
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As part of the research for this Report, data were collected both from 
development professionals within the World Bank and from individuals in 
the bottom, middle, and top thirds of the wealth distribution in the capital 
cities of selected developing countries (Jakarta, Indonesia; Nairobi, Kenya; 
and Lima, Peru). The data reveal a large gap between how development 
professionals perceive the context of poverty and how the bottom third 
views it. In the three fi gures that follow, this diff erence can be seen clearly 
in three distinct areas crucial to development: whether the bottom third 
thinks of themselves as having control over their lives (fi gure B10.3.1, 
panel a), how helpless they feel in dealing with the problems in their 
life (panel b), and their knowledge about health services (their attitudes 
toward vaccinations, for example) (panel c). 

Panels a and b reveal a large disparity between how development 
professionals believe poor individuals (bottom third) will answer these 
questions and how poor individuals in fact answered them. Development 
professionals imagine that poor individuals are very diff erent from 
themselves in their self-perceptions, but in fact they are not. In all cases, 
responses by the bottom and by the middle and top thirds of the income 
distribution are similar. However, development profes sionals believe there 
is a large disparity between the poor and the rest and see themselves as 
closer to the upper-level groups than to poor individuals. 

In another area, development professionals imagine poor individuals 
to be much more suspicious of vaccines than they actually are (panel c). 
In each instance, the responses of poor individuals are very close to 

those of the rest of the population. This fi nding suggests that develop-
ment professionals assume that poor individuals are less autonomous, 
less responsible, less hopeful, and less knowledgeable than they in fact 
are. These beliefs about the context of poverty shape policy choices. It is 
important to check these beliefs against reality.

Box 10.3  It may be diffi  cult for development professionals to accurately predict the views of poor people 

a. Control of the future
Survey question: What happens to me in the future mostly depends
on me.

Source: WDR 2015 team survey data.
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b. Helplessness in dealing with life’s problems 
Survey question: I feel helpless in dealing with the problems of life.
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Source: WDR 2015 team survey data.

c. The dangers of vaccines
Survey question: Vaccines are risky because they can cause sterilization.
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Figure B10.3.1 How World Bank staff  predicted the views 
of poor people
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Conclusion
This chapter has sought to explain why good people can 
make bad decisions. More specifi cally, it has sought to 
document four different ways in which development 
professionals can make consequential mistakes even 
when they are diligent, sincere, technically competent, 
and experienced. Largely because of the organizational 
imperatives within which they and their counterparts 
operate and the primary reference groups with which 
they associate most frequently—and thus whose 
approval they covet (or whose opprobrium they seek to 
avoid)—such professionals can consistently contribute 
to outcomes biased against those on whose behalf they 
are working. 

In this sense, development professionals, like 
professional people everywhere, are likely to make 
decisions that favor certain groups over others. In 
the development context—where knowledge, status, 
and power differentials are rife—this often means 
that  disadvantaged groups face additional hurdles 
to getting their voices heard, their concerns heeded, 
and their aspirations realized. Although these biases 
cannot be fully eliminated, being aware of their pres-
ence, their consequences, and the mechanisms and 
incentives underpinning them is the fi rst step toward 
addressing them. 

The second step is to put in place measures that 
might plausibly help counteract them. This chapter 
has identifi ed four sources of bad decision making 
on the part of development professionals: complexity, 
confi rmation bias, sunk cost bias, and the infl uence 
of context on judgment and decision making. Each of 
these can be addressed, at least in part, through organi-
zational measures. 

As this Report has shown, because the determinants 
of behavior are often subtle and hard to detect, better 
means of detection, starting with asking the right ques-
tions, are needed (see chapter 11). This would suggest a 
more prominent place for investing more extensively 
in analyses of local social and political economies (to 
better understand the nature of changing contextual 
idiosyncrasies). 

themselves use a product (“eat the dog food”) to work 
out the kinks before releasing it to the marketplace. The 
approach turns on the belief that the product (whether 
dog food, an iPad, or an electronic toothbrush) should 
be good enough and user-friendly enough for everyone 
in the company to operate or consume before they 
expect customers to do so. The key idea driving the 
dogfooding process is that while a product’s designers 
are often blind to how user-friendly the product is, 
other employees—although not exactly typical users—
at least bring fresh eyes to the product and are therefore 
more easily able to spot trouble points, nonintuitive 
steps, and other impediments. It is very easy to assume 
that your client is just like you; dogfooding helps bring 
implicit (and often fl awed) assumptions to the surface, 
to check them against the facts, discover unexpected 
uses, and identify opportunities for redesigns that bet-
ter serve everyday customers’ needs. Dogfooding forces 
developers to reconcile their general, abstract knowl-
edge with local or “situational” practical knowledge and 
thus raises the odds of generating a successful product. 
This approach is related to the importance of piloting 
and testing before wide-scale implementation, ideally 
with the designers themselves or with a subset of the 
users to ensure that the product (policy) has maximized 
effectiveness and effi ciency. Chapter 11 discusses this 
process of piloting and testing in more detail. 

Some activities analogous to dogfooding already 
exist in the public sector.3 Governments can use “green 
public purchasing” as a means of testing environmen-
tal policies and greener products. By experimenting 
with policies and products within their own organi-
zations, governments might make more informed 
decisions about how regulations might affect broader 
public and private markets (see OECD 2003). When 
the Behavioural Insights Team in the United Kingdom 
initiated an effort to improve services at employment 
centers, team members went through the centers 
themselves to get a better sense of the user expe-
rience. Sometimes, however, it is necessary for an 
organization to go directly to its customers or users to 
understand how they will behave in certain situations. 
In such cases, well-structured focus groups can be a 
useful research tool for giving planners access to the 
experiential worlds they do not otherwise encounter. 
They allow policy makers and designers to see the 
mental models of other people in action so that they 
can better understand their preferences, attitudes, 
expectations, and abilities—in the process generating 
useful insights at reasonable cost. Bringing “experts” 
into direct contact with “users” enables both parties 
to gain practical knowledge of how and why the other 
group behaves in the way it does.

While the goal of development is to end 

poverty, development professionals 

are not always good at predicting how 

poverty shapes mindsets.
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In the case of confi rmation bias, it is crucial to 
expose individuals to social contexts in which indi-
viduals disagree with each other’s views but share a 
common interest in identifying the best policies and 
programs.  This can be done through red teaming major 
decisions: that is, subjecting the key assumptions and 
arguments underlying policies to a critical and adver-
sarial process. Other approaches take the form of 
double-blind peer review and more intense engage-
ment with the scholarly community. 

For sunk cost bias, the key is to change the interpre-
tation of a canceled program or project. This involves 
recognizing that “failure” is sometimes unavoidable 
in development and encouraging individuals to learn, 
rather than hide, from it. Indeed, it is often unclear 
whether apparent futility is really a product of a funda-
mentally fl awed strategy that no manner of persistence 
or tinkering can fi x (and thus should be abandoned) or 
a product of a strategy that is otherwise fundamentally 
sound confronting a deeply ingrained problem—like 
dowry systems or child marriage—that requires cour-
age and commitment for success even to be possible. 
Crucially, development professionals need to recognize 
that even failures are opportunities to learn and adapt. 
The more failures are treated as somewhat expected 
and as opportunities to learn, the easier it can be to let 
go of a failing project.

Finally, this chapter has also shown how giving 
inadequate attention to context can bias key decisions. 
The decision-making processes, languages, norms, and 
mental models of development professionals, whether 
foreign or domestic, differ from those of their clients 
and counterparts. To address these differences, devel-
opment professionals can engage in more systematic 
efforts to understand the mindsets of those they are 
trying to help. For project and program design, devel-
opment professionals should “eat their own dog food”: 
that is, they should try to experience fi rsthand the pro-
grams and projects they design. 

If the prevalence and effects of these four errors—
and the many others discussed in preceding chapters—
are as important as this Report suggests, development 
organizations face the stark choice of “paying now or 
paying later”: they can choose to make considered, 
strategic investments in minimizing these errors up 
front, or they can choose to deal with all manner of 
legal, ethical, political, fi nancial, and public relations 
disasters that may emerge after the fact. (Neglecting to 
choose is its own form of choice.) Good social science, 
hard-won experience, basic professional ethics, and 
everyday common sense suggest that “an ounce of pre-
vention” is a far preferable course of action for deliv-
ering on the World Bank’s core agenda and mandate. 

Notes
1.  The WDR team invited 4,797 World Bank staff (exclud-

ing consultants) from all sectors of the World Bank to 
participate in a survey designed to measure percep-
tions. The sample was representative of staff working 
in World Bank headquarters in Washington, D.C., and 
of country offi ces across the world. The fi nal number 
of respondents was 1,850 staff (900 from headquarters 
and 950 from country offi ces, yielding a response rate 
of 38.6 percent), which is well above the 1,079 needed for 
representativeness. 

2.  The U.S. military (University of Foreign Military and 
Cultural Studies 2012) and the U.K. government (United 
Kingdom, Ministry of Defense 2013) both have guides to 
red teaming. IBM contracts out red teams as part of its 
consulting services—essentially to break into people’s 
information technology infrastructure. They brand 
them “tiger teams,” and the teams are seen as a model 
to be emulated. Grayman, Ostfeld, and Salomons (2006) 
describe using red teams to determine locations for 
water quality monitors in a water distribution system.

3.  Roman emperors allegedly used similar techniques to 
ensure the reliability of bridges: after a given bridge 
was completed, those involved in its construction were 
required to sleep under it for several days. This practice 
ensured that all involved had the strongest incentive to 
build infrastructure that actually functioned reliably, 
rather than merely looking impressive or being com-
pleted on time. 

References
 Andrews, Matt, Lant Pritchett, and Michael Woolcock. 

2013. “Escaping Capability Traps through Problem-
Driven Iterative Adaptation (PDIA).” World Development 
51 (Nov.): 234–44. 

 Argyris, Chris. 1991. “Teaching Smart People How to Learn.” 
Harvard Business Review 69 (3). http://hbr.org/1991/05
/teaching-smart-people-how-to-learn/ar/1. 

 Arkes, Hal R., and Peter Ayton. 1999. “The Sunk Cost and 
Concorde Effects: Are Humans Less Rational than 
Lower Animals?” Psychological Bulletin 125 (5): 591. 

 Arkes, Hal R., and Catherine Blumer. 1985. “The Psychol-
ogy of Sunk Cost.” Organizational Behavior and Human 
Decision Processes 35 (1): 124–40. 

 Barron, Patrick, Rachael Diprose, and Michael J. V. Wool-
cock. 2011. Contesting Development: Participatory Projects 
and Local Confl ict Dynamics in Indonesia. New Haven: 
Yale University Press.

 Barth, James, Gerard Caprio, and Ross Levine. 2013. “Bank 
Regulation and Supervision in 180 Countries from 
1999 to 2011.” Journal of Financial Economic Policy 5 (2): 2. 

 Charness, Gary, and Matthias Sutter. 2012. “Groups Make 
Better Self-Interested Decisions.” Journal of Economic 
Perspectives 26 (3): 157–76. 



191THE BIASES OF DEVELOPMENT PROFESSIONALS

 Ramalingam, Ben. 2013. Aid on the Edge of Chaos: Rethinking 
International Cooperation in a Complex World. Oxford, 
U.K.: Oxford University Press.

 Rao, Vijayendra, and Michael Walton. 2004. Culture and 
Public Action: A Cross-Disciplinary Dialogue on Develop-
ment Policy. Palo Alto, CA: Stanford University Press.

Ravallion, Martin. 2011. “Development Impact Calls for 
Knowledgeable Development Practitioners.” Develop-
ment Impact (blog), World Bank. http://blogs.world
bank.org/impactevaluations/development-impact
-calls-for-knowledgeable-development-practitioners.

 Redelmeier, Donald A., and Eldar Shafi r. 1995. “Medical 
Decision Making in Situations That Offer Multiple 
Alternatives.” JAMA-Journal of the American Medical 
 Association-U.S. Edition 273 (4): 302–05. 

 Schkade, David, Cass R. Sunstein, and Reid Hastie. 2010. 
“When Deliberation Produces Extremism.” Critical 
Review 22 (2/3): 227–52. 

 Scott, James C. 1998. Seeing Like a State: How Certain Schemes 
to Improve the Human Condition Have Failed. New Haven, 
CT: Yale University Press. 

 Skocpol, Theda. 1991. “Targeting within Universalism: 
Politically Viable Policies to Combat Poverty in the 
United States.” In The Urban Underclass, edited by 
Jencks C. Petersen, 411–36. Washington, DC: The 
Brookings Institution. 

 Soman, Dilip, and Amar Cheema. 2001. “The Effect of 
Windfall Gains on the Sunk-Cost Effect.” Marketing 
Letters 12 (1): 51–62. 

 Tversky, Amos, and Daniel Kahneman. 1981. “The Framing 
of Decisions and the Psychology of Choice.” Science 211 
(4481): 453–58. 

United Kingdom, Ministry of Defense. 2013. Red Team-
ing Guide. 2nd ed. https://www.gov.uk/Government
/Uploads/System/Uploads/Attachment_Data/File 
/142533/20130301_Red_Teaming_Ed2.Pdf. 

University of Foreign Military and Cultural Studies. 2012. 
Red Team Handbook. http://Usacac.Army.Mil/Cac2
/Ufmcs/Repository/Rt_Handbook_V6.Pdf. 

 Wason, Peter C. 1960. “On the Failure to Eliminate 
Hypotheses in a Conceptual Task.” Quarterly Journal of 
Experimental Psychology 12 (3): 129–40. 

 ————. 1977. “Self-Contradictions.” In Thinking: Readings 
in Cognitive Science, edited by P. N. Johnson-Laird and 
P. C. Wason, 114–28. Cambridge, U.K.: Cambridge Uni-
versity Press.

 Weick, Karl E. 1984. “Small Wins: Redefi ning the Scale of 
Social Problems.” American Psychologist 39 (1): 40. 

 Wetherick, N. E. 1962. “Eliminative and Enumerative 
Behaviour in a Conceptual Task.” Quarterly Journal of 
Experimental Psychology 14 (4): 246–49. 

Willingham, D. T. 2007. “Critical T hinking: Why Is It So 
Hard to Teach?” American Educator (Summer): 8–19. 

 World Bank. 2005. World Development Report 2006: Equity 
and Development. Washington, DC: World Bank. 

 Evans, Jonathan St. B. T. 1989. “Problem Solving, Rea-
soning and Decision Making.” Cognitive Psychology: 
Research Directions in Cognitive Science. European Perspec-
tives 1: 85–102. 

 Ferguson, James. 1994. The Anti-Politics Machine. Minneapo-
lis: University of Minnesota Press.

 Fischhoff, Baruch, and Ruth Beyth-Marom. 1983. “Hypo-
thesis Evaluation from a Bayesian Perspective.” Psycho-
logical Review 90 (3): 239. 

 Fishkin, James. 2009. When the People Speak: Deliberative 
Democracy and Public Consultation. Oxford, U.K.: Oxford 
University Press. 

 Gauri, Varun, Michael Woolcock, and Deval Desai. 2013. 
“Intersubjective Meaning and Collective Action in 
Developing Societies: Theory, Evidence and Policy Impli  -
cations.” Journal of Development Studies 49 (1): 160–72. 

 Grayman, Walter M., Avi Ostfeld, and Elad Salomons. 
2006. “Locating Monitors in Water Distribution Sys-
tems: Red Team-Blue Team Exercise.” Journal of Water 
Resources Planning and Management 132 (4): 300–04. 

 Kahan, Dan M., Ellen Peters, Erica Cantrell Dawson, and 
Paul Slovic. 2013. “Motivated Numeracy and Enlight-
ened Self-Government.” Working Paper, Cultural Cog-
nition Project, Yale Law School, New Haven, CT. 

 Keil, Mark, Duane P. Truex III, and Richard Mixon. 1995. 
“The Effects of Sunk Cost and Project Completion on 
Information Technology Project Escalation.” Engineer-
ing Management 42 (4): 372–81. 

Lilienfeld, Scott O., Rachael Ammirati, and Kristin Land-
feld. 2009. “Giving Debiasing Away: Can Psychological 
Research on Correcting Cognitive Errors Promote 
Human Welfare?” Perspectives on Psychological Science 4 
(4): 390–98. 

   Lord, Charles G., Lee Ross, and Mark R. Lepper. 1979. 
“Biased Assimilation and Attitude Polarization: The 
Effects of Prior Theories on Subsequently Considered 
Evidence.” Journal of Personality and Social Psychology 37 
(11): 2098. 

 Mercier, Hugo, and Dan Sperber. 2011. “Why Do Humans 
Reason? Arguments for an Argumentative Theory.” 
Behavioral and Brain Sciences 34 (2): 57–74.

 Moskowitz, Tobias, and L. Jon Wertheim. 2011. Scorecast-
ing: The Hidden Infl uences behind How Sports Are Played 
and Games Are Won. New York: Crown Publishing. 

 Mullainathan, Sendhil, and Eldar Shafi r. 2013. Scarcity: Why 
Having Too Little Means So Much. New York: Times Books.

 Nickerson, Raymond S. 1998. “Confi rmation Bias: A Ubiq-
uitous Phenomenon in Many Guises.” Review of General 
Psychology 2 (2): 175. 

 OECD (Organisation for Economic Co-operation and 
Development). 2003. The Environmental Performance of 
Public Procurement. London: OECD. 

 Patel, Praful, Qazi Azmat Isa, and Caroline Vagneron. 2007. 
“The World Bank’s Village Immersion Programme in 
South Asia.” Participatory Learning and Action 57 (1): 
34–35. 


